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Abstract

Smartphones are now ubiquitous and can be harnessed to offer psychiatry a wealth of real-time 

data regarding patient behavior, self-reported symptoms, and even physiology. The data collected 

from smartphones meet the three criteria of big data: velocity, volume, and variety. Although these 

data have tremendous potential, transforming them into clinically valid and useful information 

requires using new tools and methods as a part of assessment in psychiatry. In this paper, we 

introduce and explore numerous analytical methods and tools from the computational and 

statistical sciences that appear readily applicable to psychiatric data collected using smartphones. 

By matching smartphone data with appropriate statistical methods, psychiatry can better realize 

the potential of mobile mental health and empower both patients and providers with novel clinical 

tools.
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Introduction

Progress in medical science has always been driven by highquality data. Although patient 

retrospective recollection is a valuable and commonly used source of information in 

psychiatry, data accumulated over time has been shown to have higher accuracy across 

numerous psychiatric diseases [1]. Recently, mobile monitoring and mobile interventions, 

such as smartphone applications, are beginning to offer psychiatry a nearly constant 

longitudinal stream of patient data. Data collected from smartphone applications gives 

investigators the opportunity to not only help assess cross-sectional symptoms but also 
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inform the patient and the clinician how symptoms vary in time, space, and across social 

contexts. However, in order to realize the potential of such new data, psychiatry has much to 

gain from matching these new complex data streams with commensurate analytical tools and 

statistical methods from biostatistics, data science, and the computational sciences more 

broadly.

Current research on smartphone applications for monitoring psychiatric diseases has shown 

feasibility across diverse ranges of disorders including depression [2], bipolar disorder [3], 

schizophrenia [4••], anxiety disorders [5], and substance abuse disorders [6••]. The 

numerous sensors embedded in smartphones offer a wealth of data relevant to psychiatric 

illnesses [7] such as GPS to monitor spatial location, accelerometers to record movement 

and gross motor activity, call and messaging logs to document social engagement with 

others, and voice and tone records to estimate mood. Smartphone sensor data is only 

expected to increase in quality and variety in the next few years [8]. Recent research 

suggests that mental health patients’ rates of smartphone ownership is near the national 

average and that they have a strong interest in using their phones to monitor mental health 

[9, 10••]. Therefore, the question of how psychiatry might be able to best leverage the full 

potential of this data is now timely.

The limitations of analytical tools and methods currently applied to mobile mental health 

may be an impediment to utilizing its full potential. A recent systematic review of 

smartphone applications for mental health, featuring studies with pre- to posttest design or 

comparison to a control group, noted that no firm conclusions could be drawn because of a 

lack of evidence [11]. There is increasing recognition that new methods beyond pre- to 

posttest design are needed, and even randomized controlled trials may not be appropriate 

methodologies to study the efficacy of smartphone interventions [12]. It is equally important 

to take a step back and consider what data is collected, what data is missed, and how the 

collected data are analyzed. As an example, many smartphone applications for mental health 

function as journals for recording patient symptoms [13, 2]. But smartphones are able to 

collect far more complex data, sometimes referred to as “big data.” Although there is no 

universally accepted definition for what constitutes big data, we adopt the commonly used 

“3V” definition [14]: the data is of high velocity (arrives non-stop), of high volume (there is 

plenty of it), and of high variety (combination of different types of data).

Simple survey apps available on the commercial market-places already operate in the realm 

of big data as surveys may arrive frequently, from thousands of subjects, and may contain a 

combination of data beyond survey responses alone, such as time of survey completion and 

time to answer each survey question (e.g., how long the subject spent answering a question 

regarding suicidality). However, utilizing such data requires developing new statistical tools 

in order to transform these data streams into clinically valid and meaningful measures. The 

challenge for psychiatry thus lies not in the recognition of the importance of big data [15], or 

ability to collect it, but how to analyze these data in meaningful ways. While many areas in 

medicine stand to gain from these types of data, it appears that their payoff could be 

especially large in psychiatry. The combination of big data and appropriate data analytic 

tools therefore not only enables psychiatry to draw from these new developments but also 

places the field at the forefront of this nascent and rapidly developing field.
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Data Velocity: a Focus on Real-Time Data

Patient information and data used by clinical psychiatrists today are often gathered during 

office visits. Once the patient walks out of the office, the psychiatrist has likely gathered the 

majority of the information she will use. But smartphone data can be collected and analyzed 

non-stop, at all times of the day, regardless of whether the patient is in the office or not. The 

clinical potential of such high-velocity data can be seen in suicide, where there is increasing 

appreciation of the temporal dynamics of patient risk [16]. The ability to monitor high-risk 

patients using high-frequency measurements, and the potential to detect certain behavioral 

signatures and use them as markers of elevated risk, could be clinically very meaningful. 

While most current studies of mobile devices employ a small and limited number of data 

collection waves per day, smartphones have the capability to provide essentially continuous 

data streams on patient behavior. However, new methods for understanding and utilizing 

this high-velocity data are necessary to realize its potential for patient care.

Working with high-velocity data is actually not new in psychiatry, and researchers have 

already embraced methodologies to tackle these challenges in fMRI studies of PTSD 

patients. These recent studies [17, 18] utilized an analytical method called a hidden Markov 

model [19]. This modeling framework assumes that subjects’ actual mental state at any 

given time can be described as one of a limited number of discrete states in a model, with 

states transitioning to other states over time and each state giving rise to its own distinct set 

of behaviors. Psychiatrists already work with these mental states on a daily basis. While a 

patient may not be able to correctly recognize their depressed state, psychiatrists diagnose 

and deduce such information from interaction and examination with patients. Likewise, the 

hidden Markov models assume that state itself is latent, or hidden, and cannot be directly 

observed. However, just like a psychiatrist can still characterize the state of a bipolar patient 

(e.g., manic vs. depressed) even though the patient may never use such labels, this model 

also can infer a patient’s mental state based on observed data. A recent study used 

instantaneous information from smartphones to rapidly recognize distinct mental states in 

patients with bipolar disorder [20]. The hidden Markov model can use such state 

information to provide clinically useful predictions of patient moods and behaviors, and was 

designed to predict transitions between different internal states. A schematic of this type of 

model is shown in Fig. 1. Using data gathered on smartphones to estimate the patient’s 

current state and the hidden Markov model to predict future states, psychiatry may soon be 

able to better predict manic episodes or schizophrenic relapses and enable more timely 

interventions and treatments. Utilizing this analytical method, the constant stream of a 

bewildering amount of patient smartphone data can be turned into a clinically informative 

monitoring and diagnostic tool.

A whole family of statistical learning methods has been designed for explanatory 

interpretation and robust prediction of complex longitudinal data, with hidden Markov 

models serving here as one of many possible examples. Some of these methods have 

traditionally been referred to as either data mining or machine learning methods, but the best 

under any banner are increasingly culled and curated for non-specialist use, including 

provision of software to implement them [21, 22••]. These methods appear to be ideal for 

analyzing and modeling real-time patient data obtained from smartphones. Consequently, 
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expanding and tuning these methods to the specific needs of mental health appears to be a 

very promising future direction for research. This transformation of real-time data into 

accessible models, combined with clinical experience and judgment, offers psychiatry the 

opportunity to utilize smartphone data as a practical clinical tool.

Data Volume: Focus on Active Data

Psychiatrists are already used to working with high volumes of data when conducting 

clinical interviews and chart reviews, and seek collateral. Smartphones offer psychiatrists a 

high volume of new types of data: the term “active data” refers to data whose generation 

requires a patient’s active involvement, such as taking surveys or contributing audio 

samples, whereas “passive data” refers to data that are generated without the patient’s 

involvement, such as GPS and accelerometer data or communication logs from voice calls 

and text messages, 24 h per day. In the mobile phone sensing literature in computer science, 

these two modes of data collection are known as participatory sensing [23] and 

opportunistic sensing [24] respectively.

There is already an evolving literature on the utility of active data in the form of conducting 

clinical surveys on smartphones. While such data is often assumed to be similar to more 

traditional paper/pencil-based surveys collected in the clinical setting, implementing surveys 

on a smartphone offers many exciting opportunities for psychiatry. For example, most 

surveys consist of multiple test items, each designed to detect a possible manifestation of 

psychiatric illness. However, traditional diagnosis itself is performed based on a single 

composite measure of that test, such as a total score, which implicitly assumes that all 

survey items have both the same weight and meaning. Realistically, however, psychiatric 

evaluation items themselves very likely differ in what they measure and how well they 

measure it. A smartphone-based survey can leverage item response theory (IRT) [25] to look 

beyond survey totals and instead consider the ability of each question to discriminate mental 

features for individual patients. Psychiatrists regularly do this, for example, when 

administering the Patient Health Questionnaire 9-item (PHQ-9) and weighing question 9, 

regarding suicidality, higher than other questions when conducting a safety assessment. 

Furthermore, patients’ answer ratings may vary based on their current context, cultural 

background, individual characteristics, engagement in treatment, and survey fatigue. IRT 

offers a methodology to study subject outcomes over time as a function of question items as 

well as subject covariates [26]. The item response theory has been used in psychiatry to 

study the effect of individual survey questions for different population groups [27], or their 

effect over time [28], but not both, which is easily accomplished with smartphones. This 

lack of variety-rich studies means that potentially useful insights about patients are going to 

waste, and survey questions are not as formally validated as they could be. As smartphone 

technology allows for more frequent and personalized survey assessments, psychiatrists will 

have the opportunity to interpret their surveys and understand their patients more effectively.

Data Variety: Focus on Passive Data

Finally, the variety of smartphone data offers psychiatry perhaps its largest opportunity as 

well as its greatest challenge. The availability of data on patient location, activity level, and 
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social engagement provided by smartphones, among other streams of data, is unparalleled. 

While there is little literature on the use of passive smartphone data in psychiatry, there is 

rapidly evolving interest in this area as well as some promising preliminary results [29]. 

Discerning clinically relevant or meaningful information from such a disparate set of data 

again requires appropriate statistical methods.

One of the first goals toward this end is to categorize complex smartphone data into an 

interpretable social or environmental context. For example, the class of statistical learning 

methods known as decision trees offers a simple yet high-performance approach for dividing 

data into classes by using a series of unambiguous and interpretable rules [30]. An example 

of decision trees is shown in Fig. 2. Researchers have successfully used decision trees on 

smartphone data to discover whether people were walking, standing, or driving [31]. 

Context classification algorithms like decision trees belong to a family of well-validated 

tools used to predict outcomes from complex data [22], including mental health [22]. While 

using smartphones to learn such contexts would be immensely useful, it is still a challenge 

in practice [24].

Pattern recognition is commonly used for some highly complex psychiatric data like 

neuroimaging [32, 33], so its applicability to the real-time, real-world lifestyle information 

gathered by smartphones is a tantalizing hypothesis. For example, one recent study 

employed decision trees to smartphone data to extract context in the service of 

understanding depression [34], with mixed results. Some studies have sought to identify 

manic episodes in bipolar disorder patients by utilizing a variety of smartphone sensors [2, 

20], but clinical results remain elusive. It may be possible to unify information from 

different clinicians and seemingly incommensurable surveys to make sharper inference 

about patients’ well-being [35]. For example, one study compared the sensitivity and 

specificity of smartphone assessment to classical inperson clinician assessments [13]. 

However, while we know the clinical phenotype of mental illnesses, smartphone data allow 

for personalized assessment for which there are perhaps no gold standards to compare them 

to. The digital signatures of mental illness that smartphones can detect are likely dynamic 

and have variable targets, and new real-time signatures will be discovered only by creating 

new methods for this data. Despite these challenges, learning the behavioral context from 

smartphone data has seen encouraging success, and it is likely to improve with larger studies 

and advances in statistical methodology designed for psychiatric use [8, 36].

Another variety of data, always important to psychiatry but difficult to collect prior to 

smartphones and other digital technologies, is information on social engagement. In many 

ways, psychiatric diseases may be considered social diseases, but there is a paucity of data 

on the role of social interactions and social networks in psychiatry. One recent study utilized 

32 years in three waves of survey data from the Framingham Heart Study to explore how 

social networks can predict depressive behavior, postulating that depression may spread 

from one person to another [37]. However, this study did not investigate social-network-

based markers of depression. Social networks have been used in the past few years to study 

the relationship between social contagion and a range of outcomes such as obesity, smoking, 

and happiness [38]. Although isolating causal mechanisms in these types of observational 

studies is challenging [39], it has been demonstrated that some of the results on social 
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contagion are robust to certain types of confounding [40]. Social networks can also improve 

understanding of mental illness in controlled prospective settings such as the likelihood of 

suicide in prisoners [39]. Furthermore, social behavior is owed to brain behavior, and some 

neuroscientists have argued that studying social disorders requires shifting research focus 

from brain structures to features of neural networks [40]. Thus, in a range of circumstances, 

data on social engagement can be included in clinical assessment to improve causal 

understanding and prediction of mental attitudes and behavior.

Transforming data such as number of conversation partners, time spent associating with a 

given friend, or reciprocity of call patterns into clinically useful metrics requires use of 

models and tools from network science in physics and social network analysis in statistics. 

Among many other applications, networks have been embraced to explore genetics [41], 

structure of neural networks [42, 43], and properties of social networks mediated by cell 

phone calls [44••, 45, 46]. Similar methods can now be used to explore the social network 

data generated by smartphones [47••]. Early research efforts incorporating social networks 

have already resulted in important findings for suicide. One group demonstrated the role of 

networks in understanding the diffusive nature of suicidal ideation in a friendship network of 

adolescents after a peer suicide attempt [48]. With the influx of social data from 

smartphones increasing, the importance of network tools cannot be overstated.

Case Study

To illustrate how smartphone-based surveys coupled with appropriate statistical tools can be 

turned into clinically meaningful information, we present a case study from our recent work. 

Thirteen patients with major depressive disorder used a simple smartphone application to 

answer three randomly sampled questions from the PHQ-9 survey, three times per day, for 

the duration of 1 month [49]. The data encompassed a total of 90 such “micro-surveys” with 

three questions in each for every patient, resulting in potentially 270 measurements per 

patient in 1 month. The data arrived three times daily, which is overwhelming when 

compared to a traditional in-office PHQ-9 survey that might be administered perhaps 

monthly at clinical appointments and often only every 3 months. In this case, we did a 

statistical adjustment for psychometric surveys that were only partially filled in and, from 

the information available, obtained daily estimated PHQ-9 scores for each patient. In the 

same way as one might monitor daily weight using a weight scale or daily body temperature 

using a thermometer, we were able to monitor the patients’ overall psychiatric health on a 

day-by-day basis. Furthermore, comparing patient’s current responses to previous responses, 

we could formally estimate how unexpected any given response was. Investigation of these 

types of score departures could help a psychiatrist make more informed clinical decisions in 

the near future.

Mobile mood monitoring offers clinicians with real-time data on a patient’s depression but 

can also be used to predict worsening or improvement of the condition. If related subject 

information is available at the time the survey is gathered, it can be used to infer what real-

time context or time of day is associated with score changes. An example of daily scores 

over time is shown in Fig. 3. The dark blue curve shows the daily PHQ-9 score adjusting for 

missingness by imputing likely scores from previous responses. Given previous responses, it 
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is possible to estimate how extreme a subject’s daily score is when compared to previous 

responses, information that in the future could be used to construct a person-specific risk 

score or risk profile. The light blue curve and colored bands show each day’s expected 

PHQ-9 score, as well as confidence bands with a significance rate that can be pre- specified 

by the clinician. This approach has substantial clinical potential, as significant scores could 

one day be used to prompt timely responses, such as trigger computerized therapy sessions, 

send notification to the patient’s mental health team, or even activate the emergency medical 

system such as calling 911.

Conclusion

Psychiatric diseases are some of the most complex medical conditions. Smartphones now 

offer the technology to gather rich behavioral data on patients and deliver information about 

how symptoms vary in time, space, and across social dimensions. Unlike prior sensor-based 

research that required expensive customized hardware, smartphones are now ubiquitous and 

immediately usable devices that patients want to use to improve their mental health. To 

maximize clinical impact, it is imperative that this complex data be matched with 

appropriate analytical and modeling methods in order for the field to realize the full 

potential of smartphones in mental health. Real-time data promises rapid assessment and 

safety monitoring, although its high volume requires specific analytical tools to realize its 

potential. Active data in the form of surveys can bring clinical assessments outside of the 

healthcare setting into real life as lived and experienced by patients, but will require the use 

of new tools to maximize its utility. Finally, passive data from smartphone users’ sensors 

and activity logs offer a tremendous variety of information that opens new paradigms for 

understanding mental illness, but will similarly require adaption of existing methods. Just as 

neurobiological data complements psychiatry but does not replace clinical expertise, 

smartphone data can better inform clinical decisions in psychiatry. Real-time, active, 

passive, social, and behavioral data from smartphones therefore augments existing tools, yet 

is not a substitute for clinical evaluation. While data privacy and security issues still remain 

important barriers [50], through a partnership with smartphone technology and the data 

sciences, psychiatry has the potential to embark on a new journey of transformational 

research, discovery, and, ultimately, patient health.
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Fig. 1. 
A schematic combining a hidden Markov model with smartphone data in a bipolar patient. 

In this example, the patient occupies one of a limited number of states at any given time, and 

the observed scores are generated from a distribution that is distinct to that given state. For 

example, one of the states could correspond to the patient being depressed and neither 

leaving the house, calling friends, nor being active, whereas another state could correspond 

to the patient being manic, with the patient very active and calling many friends. Here, for 

simplicity, we use only two states: “mild depression” and “moderate depression.” Although 

the states are not observed directly in this framework, hidden Markov models can learn the 

transition patterns and frequencies between states from observed data
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Fig. 2. 
A diagram of a simple decision tree. Whereas workflows are common in workplaces made 

by conscientious decision-makers, decision trees are developed automatically by statistical 

learning algorithms that divide data efficiently into meaningful contexts. In this diagram, 

cell phone data is divided in order to discover the user’s location. Applying this kind of 

method to uncover valid clinical information is a standing challenge
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Fig. 3. 
An example of estimated daily PHQ-9 scores over 1 month as reported in [52]. The dark 

blue curve shows estimates adjusting for missingness owing to the study design as well as 

patient unresponsiveness. The light blue curve and confidence bands characterize the 

predicted score and bounds of scores of what would be more extreme than predicted by 

previous scores. This significance rate can be set to a meaningful threshold by the clinician
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